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Abstract—Threat-seduction in its simplest form refers to the problem of luring a threat away from an asset by employing a decoy that emits a signature that is indistinguishable from the asset. In this paper, first the problem of motion control of a single decoy to achieve successful threat seduction is studied. Second, the case where multiple decoys need to respond to multiple threats is investigated and an algorithm to minimise the worst-case response time is proposed. Numerical results are presented in the end.

I. INTRODUCTION

This paper considers the problem of protecting a non-maneuvering surface asset from incoming threats through coordinated control of a group of decoys. The decoys are assumed to be rotary unmanned aerial vehicles that upon detection of incoming threat should position themselves in a time-optimal manner along the path of the incoming threats to be able to seduce the threat away from the asset. Such decoys are also known as break-lock decoys [1]. The problem of interest is comprised of two subproblems: (1) how one can propose a time-optimal motion strategy to position the decoy along the path of an incoming threat such that a set of operational requirements are satisfied; (2) solve an assignment problem to allocate decoys to each incoming threat such that the worst-case response time of the decoys to the threats is minimised while all the threats have decoys assigned to them. Furthermore, these two problems must be solved in real time as the engagement duration of such scenarios is often less than 120 seconds. In other words, the coordinated motion control and target assignment should be solved and executed in under 120 seconds.

There are existing technologies that address similar problems, for example one may refer to [2]–[4]. However, the biggest drawback of the existing solutions is their single-use nature and their consequent high operating costs. Thus, in this paper a solution based on the use of rotary UAVs as platforms for seduction decoys is sought. The problem studied in this paper lies in intersection of the existing literature on multi-UAV task assignments [5]–[7] and cooperative electronic warfare [8]. However, to the best of our knowledge, none of the existing results are readily capable of providing solutions that are guaranteed to satisfy the constraints necessary for successful deployment of seduction decoys in a timely fashion.

The outline of the paper is as follows. In Section II the problem formulation and some necessary background information are presented. In Section III the minimum-time motion control problem for ensuring that a single decoy is positioned so that it can successfully seduce an incoming threat. The results presented in Section IV address the case of multiple incoming threats. The assignment problem is solved in a way that the worst-case response time of the decoys to the threats is minimised. A Numerical example is presented in Section V. Concluding remarks and future directions for research are presented in Section VI.

II. PRELIMINARIES AND PROBLEM FORMULATION

Throughout this paper we assume that the dynamics of each decoy \( i \in D \) where \( D := \{1, \ldots, m\} \) is modelled as a triple integrator of the form

\[
\ddot{\bar{x}}^i = \gamma_i u^i, \quad x^i(0) = \bar{x}^i, \quad \dot{x}^i(0) = \dot{\bar{x}}^i(0) = 0 \tag{1}
\]

where \( x^i \in \mathbb{R}^3 \) correspond to the position \( i \), \( u^i \) is the control input, and \( \gamma_i \in \mathbb{R}^{3 \times 3} \) is a diagonal matrix with positive diagonal entries, and \( \bar{x}^i \in \mathbb{R}^3 \) are given. Furthermore, it is assumed the magnitudes of the velocity, acceleration, and the control input are bounded, i.e., \( \|\dot{\bar{x}}^i\|_\infty \leq \bar{x}_1 \), \( \|\ddot{\bar{x}}^i\|_\infty \leq \bar{x}_2 \), and \( \|u^i\|_\infty \leq u_{\text{max}} \) where \( \bar{x}_1, \bar{x}_2, u_{\text{max}} \) are positive constants. The justification for this particular choice for modelling decoys lies within the fact that the proposed decoys are quadrotors whose dynamics after linearisation take the form of a triple integrator with the control input being a function of the angular velocities of its rotors, for more information the reader may refer to [9]–[12] and references therein.

Let \( y^i \in \mathbb{R}^3 \) denote the position of each non-maneuvering surface asset \( i \in A := \{1, \ldots, p\} \) which satisfies a constant velocity trajectory, i.e.,

\[
\dot{y}^i = \alpha^i, \quad y^i(0) = \bar{y}^i \tag{2}
\]

where \( \alpha^i \in \mathbb{R}^3 \) is constant. Note that in practice, \( [0 \ 0 \ 1] \alpha^i = 0 \) due to the fact the asset is assumed to remain on a plane e.g. on the sea surface. The position of each threat \( i \in T := \{1, \ldots, n\} \) where \( n \leq m \) is denoted by \( z^i \) and its motion is governed by the following set of...
Assumption 1 states that the time-of-arrival of the threat is known. The strategy has no impact on the proposed solution as long as the trajectory of the threat is known.

The burn-through range, \( \beta_l \) (in metres), is given by \[ \beta_l = \bar{c} \sqrt{\|x_1^i - z_{1:3}^i\|} \] with \( \bar{c} = 10^{\frac{\nu_{\text{max}}}{10}} \) and \( c = -71 - P_J + P_T - G_J + 2G_{TR} - G_{RJ} + 10 \log A + J_R \) where \( P_J \) is the jamming power of the decoy, \( P_T \) is the threat transmission power, \( G_J \) is the decoy antenna gain, \( G_{TR} \) is the threat's transmitter antenna gain, \( G_{RJ} \) is the jammer receiver antenna gain, and \( J_R \) is the desired minimum jamming to signal ratio, and \( A \) is the area of the asset in squared meters. It is assumed that all the threats have the same power and gains and all decoys have the same power and gains. For more information refer to [1], [14].

Remark 1: The underlying assumption here is that the decoy is always transmitting with maximum power. Additionally, one can assume a variable power scenario. This however, will not fundamentally change the procedures introduced here. The reader is referred to [14] for more information.

Typically, the decoy will be placed somewhere between the threat and the asset [1], [14]. Thus, for the burn-through to occur at a distance from the target that is not larger than the distance between the target and the decoy, the following condition needs to be satisfied:

\[ \beta_l \leq \|x_1^i - y^i\| \Rightarrow \bar{c} \sqrt{\|x_1^i - z_{1:3}^i\|} \leq \|x_1^i - y^i\|. \] (5)

Another important factor for the success of a seduction decoy is that it should lie inside the tracking cone of the threat. This cone’s apex is the position of the threat, its axis coincides with the velocity of the threat, and its aperture is denoted by \( \delta \) and it is commonly assumed to be between 2 and 5 degrees. Fig. 1 illustrates a typical scenario for the positions of the threat, the decoy, the burn-through range, and the tracking cone. The first problem to be addressed in this paper is presented below.

Problem 1: Consider the case where \( T = \{1, \ldots, n\}, D = \{1, \ldots, m\}, A = \{1, \ldots, p\} \), the decoys' dynamics are given by (1), the threats follow a velocity pursuit motion strategy, and the asset is non-manoeuvring with motion governed by (2). Let \( \ell : T \to A \) be a known function that determines which threat is locked onto which asset. It is desired to propose a control strategy for the decoys such that there exist the set \( \{\tau^*_j\}_{j \in D} \), and a one-to-one function \( \sigma : D \to T \) such that

\[ \bar{c} \sqrt{\|x_1^i(\tau^*_j) - z_{1:3}^i(\tau^*_j)\|} \leq \|x_1^i(\tau^*_j) - y^i(\tau^*_j)\| \] (6a)

\[ \|x_1^i(\tau^*_j) - y^i(\tau^*_j)\| \leq \|y^i(\tau^*_j) - z_{1:3}^i(\tau^*_j)\| \] (6b)

\[ \mu_{ij}(\tau^*_j) \in [-\delta/2, \delta/2] \] (6c)
where $\mu_{i3}(\tau_i^*)$ is the angle between $\dot{\zeta}^j(\tau_i^*), x^j(\tau_i^*) - Z_{1:3}^j(\tau_i^*)$ in radians, $j = i(i),$ and $l = i(j)$.  

Remark 2: The inequality described (6a) corresponds to ensuring that the threat does not reach the burn-through range before decaying. The inequality (6b) guarantees that the decoy is positioned between the threat and the asset. The set membership condition of (6c) is required for the threat to lock on to the decoy.

In other words, Problem 1 states a desire to devise motion strategies for the decoy such that each decoy is positioned at a location between a threat and its target in such a way that it can seduce the threat away from its target successfully.

III. THE SOLUTION FOR THE SINGLE-THREAT SINGLE-DECOY SCENARIO

In this Section we consider Problem 1 where $|\mathcal{D}| = |\mathcal{T}| = 1$ where $|\cdot|$ is the cardinality of its argument. Since, $\ell(\cdot)$ is assumed to be known, for simplicity we let $|A| = 1$. For the rest of this section, we drop superscripts and subscript 1 for the index of the decoy, the threat, and the asset to simply notation. To address Problem 1 we go one step further and find the smallest travel time for the decoy to be positioned at a point such that for some time $t$, (6a) – (6c) are satisfied.

Call this minimum travel time $\tau$. The problem of finding this smallest $\tau$ can be cast as the following

$$\min_{u(t, \tau)} \tau \quad (7)$$

s.t. $\tilde{c}\sqrt{\|x(\tau) - z_{1:3}(\tau)\|} \leq \|x(\tau) - y(\tau)\|$  
$\|x(\tau) - y(\tau)\| \leq \|y(\tau) - z_{1:3}(\tau)\|$  
$x(\tau) \in \mathcal{P}, x_2(\tau) = x_3(\tau) = 0, \quad \tau \in [0, T]$  
(1), (2), (3)

Note that (6c) is replaced by $x(\tau) \in \mathcal{P}$ in (7). This is due to the fact that if for some time $t \in [\tilde{t}, T], x(t) \in \mathcal{P}$ and $\|x(t) - y(t)\| \leq \|y(t) - z_{1:3}(t)\|$ from the smoothness of $\zeta(t; \tilde{z}, \tilde{y})$ it follows that there exists a time $\tilde{\tau}$ such that $\mu(t) \in [-\delta/2, \delta/2]$ and $\|x(t) - y(t)\| \leq \|y(t) - z_{1:3}(t)\|$. As direct consequences of Assumptions 1 and 2, we have the following remarks.

Remark 3: If for some $t \in [0, T]$ and $x(\tau) \in \mathcal{P}, \|x(\tau) - z_{1:3}(\tau)\| \leq \|y(t) - z_{1:3}(t)\|$ and $\tilde{c}\sqrt{\|\xi(\tau) - z_{1:3}(\tau)\|} \leq \|\xi(\tau) - y(t)\|$ are satisfied, then, for all $\bar{t} \in [t, T]$, $\tilde{c}\sqrt{\|\xi - z_{1:3}(\bar{t})\|} \leq \|\xi - y(\bar{t})\|$, as long as $\|\xi - y(\bar{t})\| \leq \|y(\bar{t}) - z_{1:3}(\bar{t})\|$. Under Assumption 3 and assuming that (7) is feasible, the following result establishes how Algorithm 1 solves Problem 1 for the case where $|\mathcal{D}| = |\mathcal{T}| = 1$.

Remark 4: If for some $t \in [0, T]$ and $\xi \in \mathcal{P}, \|\xi - y(t)\| \leq \|y(t) - z_{1:3}(t)\|$ and $\tilde{c}\sqrt{\|\xi(t) - z_{1:3}(t)\|} \leq \|\xi(t) - y(t)\|$ are satisfied, then, for all $\xi$ such that $\|\xi - y(t)\| \leq \|\xi - y(t)\|$, $\tilde{c}\sqrt{\|\xi - z_{1:3}(t)\|} > \|\xi - y(t)\|$. In other words, $\theta(\xi)$ corresponds to the direction of the velocity of the threat when it is at $\xi$.

A solution to (7) is proposed in Algorithm 1. Fig. 2 – 4 depict the outcome of three iterations of Algorithm 1. The initial point $\xi_0$ is assumed to satisfy the following assumption.

Assumption 3: Let $\xi_0 \in \mathcal{P}$ and $\bar{t}_0$ is obtained from solving (8). It is assumed that $\exists t \in [\bar{t}_0, T] \|\xi_0 - y(t)\| \leq \|y(t) - z_{1:3}(t)\|$. The following result establishes how Algorithm 1 solves Problem 1 for the case where $|\mathcal{D}| = |\mathcal{T}| = 1$.

Proposition 1: Consider the optimal control problem (7). Under Assumption 3 and assuming that (7) is feasible, Algorithm 1 returns a minimum of (7) in a finite number of steps $k$, if $\bar{C} \cap \mathcal{P} \subseteq \mathcal{B}$ where $\bar{C} := \{ p \in \mathbb{R}^3 \| p - x(0) \| \leq \delta \}$. 

The point at which the burn-through range condition is satisfied.
Solution to (7)

The point satisfies (6a).

The minimum time single decoy motion control: a solution to (7)

\[ \xi_0 \in P, \text{ feasible_solution} \leftarrow \text{false}, 0 < \epsilon < 1 \]

\[ \text{while } \neg \text{feasible_solution} \text{ do} \]

\[ (\hat{u}_k(t), \check{r}_k) \leftarrow \arg \min_{u(t), \tau} \tau \quad (8) \]

such that:

\[ x(0) = \check{x}_1, \ x_2(0) = x_3(0) = 0 \]
\[ x(\tau) = \xi, \ x_2(\tau) = x_3(\tau) = 0 \]
\[ t \in [0, \tau], \ (1) \]

if \( \forall t \in [\check{r}_k, T] : \|x(t) - y(t)\| \leq \|y(t) - z_{1:3}(t)\| \)

then \break \triangleright \text{Infeasible: decoy too far away}

\end \text{while}

end if

\[ (\hat{x}(t), \hat{u}_k(t), \hat{r}_k) \leftarrow \arg \min_{u(t), \tau} \tau \quad (9) \]

such that:

\[ x(0) = \xi, \ x_2(0) = x_3(0) = 0 \]
\[ x(t) \in P, \ t \in [0, \check{r}] \]
\[ \|x(\tau) - y(\tau)\| \leq \|y(\tau) - z_{1:3}(\tau)\| \]
\[ (\hat{c})\|x(\tau) - z_{1:3}(\tau)\| \leq \|y(\tau) - z_{1:3}(\tau)\| \]
\[ \lor \|x(\tau) - z_{1:3}(\tau)\| \leq \epsilon \quad (10) \]
\[ \theta(x(t))^T \dot{x}(t)/\|\dot{x}(t)\| = -1, \ (1), (2), (3) \]
\[ \xi_k \leftarrow \hat{x}(\check{r}_k) \]
\[ \text{if } \check{r}_k \leq \check{c} \land (\hat{c})\|x(\check{r}_k) - z_{1:3}(\check{r}_k)\| \leq \|y(\check{r}_k) - z_{1:3}(\check{r}_k)\| \text{ then} \]
\[ \text{feasible_solution} \leftarrow \text{true} \]
\[ \text{else if } \check{r}_k \leq \check{c} \land (\hat{c})\|x(\check{r}_k) - z_{1:3}(\check{r}_k)\| \leq \|y(\check{r}_k) - z_{1:3}(\check{r}_k)\| \text{ then} \]
\[ \text{break} \triangleright \text{Infeasible: decoy too far away} \]
\[ k \leftarrow k + 1 \]

end if

end if

Next, we comment on the numerical challenges of implementing Algorithm 1 and particularly on the two minimum-time optimal control problems introduced in Algorithm 1 and computing point \( \xi_0 \). Later, a modification of Algorithm 1 that dispenses with the second minimum-time optimal control of (9) along with an alternative choice of \( \xi_0 \) will be presented and it will be proven that the modified algorithm solves Problem 1 for the case where \( |D| = |T| = 1 \).

On the one hand, the minimum-time problem (8) admits a well-understood solution and is in fact a fixed-end minimum time optimal control of a chain of integrators with state constraints. On the other hand, solving (9) is not as straightforward. Nevertheless, as it will be seen shortly, for successfully solving (1), one can replace (9) with a simpler problem. That is, instead of using the control law obtained from solving (9), one can use any control law that steers the decoy from \( \xi \) along the path \( P \) towards the threat until some time \( \hat{r} \) such that either \( \hat{c}\|x(\hat{r}) - z_{1:3}(\hat{r})\| \leq \|y(\hat{r}) - z_{1:3}(\hat{r})\| \) or \( \|x(\hat{r}) - z_{1:3}(\hat{r})\| \leq \epsilon \). In other words, (9) is replaced by the following feasibility problem.

\[ \text{find } \hat{u}(t), \hat{r}_k \text{ such that} \]
\[ x(0) = \xi, \ x_2(0) = x_3(0) = 0 \]
\[ x(t) \in P, \ t \in [0, \hat{r}_k] \]
\[ \|x(\hat{r}_k) - y(\hat{r}_k)\| \leq \|y(\hat{r}_k) - z_{1:3}(\hat{r}_k)\| \]
\[ (\hat{c})\|x(\hat{r}_k) - z_{1:3}(\hat{r}_k)\| \leq \|y(\hat{r}_k) - z_{1:3}(\hat{r}_k)\| \]
\[ \lor \|x(\hat{r}_k) - z_{1:3}(\hat{r}_k)\| \leq \epsilon \quad (11) \]

Next, we comment on computing \( \xi_0 \). This point can be computed by finding the projection of \( x(0) \) onto \( P \). The difficulty of finding this projection is directly dependent on the geometry of \( P \). For example, if \( P \) corresponds to a line segment – often a good approximation of \( P \) – then the projection is straightforward. Another choice for \( \xi_0 \) is \( z_{1:3}(T, \check{z}, \bar{y}) \) if \( \check{r}_1 < T \) where \( \check{r}_1 < T \) is obtained from solving (8).

IV. COORDINATED WORST-CASE POSITIONING TIME MINIMISATION FOR MULTIPLE THREATS

In this Section we consider the case where there are multiple threats and multiple decoys need to be allocated to each of the threats. An allocation algorithm that minimises the worst-case decoy positioning time is proposed. Each decoy \( i \in D \) solves an optimisation problem of the form (7) for each of the threats \( j \in T \) and obtains a corresponding \( \tau_{ij}^* \). If for some \( j \) the corresponding problem is infeasible, \( \tau_{ij}^* \) is set to \( \infty \). The objective of the assignment problem is to make sure that each threat is assigned at least one decoy, no decoy is assigned to more than one threat, and the assignment is carried out in a way that longest positioning time of a
decay to be able to successfully seduce its assigned threat is minimised among all possible assignments.

This assignment of the decoys to the threats can be formulated as an answer to the following optimisation problem:

\[
\min \max \left( \{s_i\}_{i \in D} \right) \quad (12)
\]

\[
s_i = \sum_{j \in B} e_{ij} \tau_{ij}^*, \quad i \in D
\]

\[
\sum_{j \in T} e_{ij} \leq 1, \quad i \in D
\]

\[
\sum_{i \in D} e_{ij} = 1, \quad j \in T
\]

\[
e_{ij} \in \{0, 1\}, \quad i \in D, \quad j \in T.
\]

Algorithm 2 provides a solution to (12). Before continuing, we relate the optimisation problem (12) to finding maximal matchings with certain properties in bipartite graphs. To this aim, we first introduce the following definition.

**Definition 1 ([15]):** Given a graph \( G = (V, E) \), a matching \( M \) in \( G \) is a set of edges such that no two edges share a common vertex. A *maximal matching* is a matching \( M \) of a graph \( G \) with the property that if any edge not in \( M \) is added to \( M \), it is no longer a matching.

Next, we define a weighted bi-partite graph, \( G_A \) with vertex set \( V_A = D \cup T \), edge set \( E_A = D \times T \), along with weights \( \{\tau_{ij}\}_{i \in D, j \in T} \), where \(|D| \geq |T|\). Note that (12) is equivalent to the problem of finding a maximal matching \( M \) such that there is no other maximal matching \( M' \) whose largest edge weight is strictly smaller than the largest edge weight in \( M \).

Fig. 5 depicts the graphical representation of the assignment problem that is considered in this section.

**Proposition 2:** Consider the optimisation problem (12). Algorithm 2 solves this problem.

First, we show the algorithm returns a maximal matching \( M \) of \( G_A \), i.e., the edges corresponding to all \( e_{ij} = 1 \) form a matching. Each step of Algorithm 2 corresponds to removing one edge at a time (with a certain property as clarified below) until each vertex in \( T \) has an incoming edge from exactly one vertex in \( D \). The remaining edges clearly correspond to a maximal matching.

Next, we show that there is no other maximal matching \( M' \) whose largest edge weight is strictly smaller than the largest edge weight in \( M \). At each step the edge with the largest weight from \( G_A \) such that the removal of this edge does not result in impossibility of finding a matching. The edge \((i, j)\) that leads to such impossibility for the first time belongs to the desired maximal matching. By construction all the other remaining edges have smaller weights, and there are no other matchings whose largest weight is smaller than that of \((i, j)\).

Remark 5: After the first time that finding a matching becomes impossible the worst-case scenario optimisation problem is solved and the rest of the allocation can be carried out by implementing any other assignment algorithm.

V. NUMERICAL EXAMPLE

In this Section we consider a scenario where 3 threats are on track towards an asset with the speed of 274 m/s (0.8 mach) and are detected while 30 Km away from the asset. The decoys are stationed randomly at a distance of 1 Km from the target. The top speed of decoys are assumed to be 50 m/s. The objective of the scenario is that the decoys as fast as possible move to a location between the threat and the asset where the burn-through range condition (6a) is satisfied.
them to achieve their seduction objective was proposed. Furthermore, an assignment problem for minimising the worst case positioning time was introduced and solved. It was demonstrated that the assignment problem can be solved in a distributed fashion among the decoys themselves.

As an immediate future direction, the problem of coordinate pull-off problem by the group of decoys will be investigated. The objective of the problem is to ensure that all decoys project a consistent fake target for the incoming threat. Another possible future direction is providing an answer to the following problem: what is the best geometry for initial placement of the decoys around the asset?
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