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Abstract—Dual control aims to concurrently learn and control an unknown system. However, actively learning the system conflicts directly with any given control objective for it will disturb the system during exploration. This paper presents a receding horizon approach to dual control, where a multi-objective optimization problem is solved repeatedly subject to constraints representing system dynamics. Balancing a standard finite horizon control objective, a knowledge gain objective is defined to explicitly quantify the information acquired when learning the system dynamics. Measures from information theory such as entropy-based uncertainty, Fisher information, and relative entropy are studied and used to quantify knowledge gained as a result of the control actions. The resulting iterative framework is applied to Markov Decision Processes and discrete-time nonlinear systems. Thus, the broad applicability and usefulness of the presented approach is demonstrated in diverse problem settings. The framework is illustrated with multiple numerical examples.
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I. INTRODUCTION

M ANY real-world systems are controlled with only limited amount of information. In some cases, acquiring extensive information on system characteristics may be simply infeasible due to prohibitive costs or observation limitations. In others, the observed system may be so non-stationary that by the time the information is obtained, it is already outdated due to system’s fast-changing nature. Therefore, the only option left to the controller is to develop a strategy for collecting information efficiently and estimate the system within a chosen modeling framework in order to achieve a given control objective [1].

When a controller aims to concurrently learn and control an unknown system, the objective of actively learning the system by disturbing it for exploration conflicts directly with the given control objective. Therefore, active learning plays a crucial role in this problem setting. This paper focuses on quantifying knowledge obtained during active learning using concepts from information theory such as mutual information, Fisher information and relative entropy which is also known as Kullback-Leibler divergence. Thus, knowledge as a measurable quantity is explicitly integrated to the decision process. Since this knowledge can be quantified only within a model, Gaussian process regression (GPR) [2] are used as learning frameworks in this paper for modeling and estimating unknown dynamical systems. Note that knowledge and knowledge gain are used in this paper instead of information in order to avoid any confusion with the specific meaning of “information” in information and communications theories.

This paper presents a receding horizon approach to dual control, where a multi-objective optimization problem subject to constraints representing at-the-time-known system dynamics is solved repeatedly. Specifically, an iterative algorithm is proposed where at each step the control action is chosen to maximize not only a given finite horizon control objective but also a knowledge objective which helps learning the system dynamics (constraints of the optimization problem) through exploration. One of the main contributions of the paper is the explicit and quantitative representation of this knowledge acquisition using measures from information theory. Thus, dual control is formulated as a multi-objective problem which directly incorporates a knowledge objective. The framework developed is applied to dual control of Markov Decision Processes (MDPs) under a Dirichlet prior as well as dual control of nonlinear systems using GPR to illustrate its broad applicability to diverse problems and settings.

Literature Overview

The dual control problem has a long history in the control literature [3], [4]. Conventional (non-dual) adaptive controllers do not actively learn a system by varying the control input for exploration. Although some dual adaptive controllers introduce a (small) perturbation signal to their control for learning, there is often limited guidelines on how to choose the perturbation signal and especially when to use probing [5]. Decision making with limited information is also related to search theory. Information (theory) has been used in this context for decades [6], [7] and the topic has been more recently revisited in [8].

Learning plays an important role in the presented framework, especially regression, which is a classical pattern recognition (statistical/machine learning) method [9], [10]. The book [11] provides important and valuable insights into the relationship between information theory, inference, and learning. Another relevant topic is Bayesian inference [11], [12], which is in the foundation of the presented framework. The book [2] presents a comprehensive treatment of GPs.

The area of active learning or experiment design focuses on data scarcity in machine learning and makes use of Shannon information theory among other criteria [13]. The paper [14] discusses objective functions which measure the expected...
informativeness of candidate measurements within a Bayesian learning framework. The subsequent study [15] investigates active learning for GP regression using variance as a (heuristic) confidence measure for test point rejection.

Iterative learning control is concerned with tracking a reference trajectory defined over a finite time duration, and is applied to systems which perform this action repeatedly. Therefore, it differs significantly from the problem setup considered in this paper [16]. Extremum seeking (ES) is an optimal control approach that deals with situations when the system model is not available to the designer but the input and output signals are measured similar to the case here. An extremum seeking controller dynamically searches for the optimizing inputs in real time. Unlike the framework proposed here, ES does not try to model the system explicitly and relies on a gradient descent approach [17] or alternatives such as sampling optimization (Shubert algorithm) [18]. Therefore, it cannot be applied to the problem studied in this paper.

Model predictive control (MPC) is an approach widely used to control dynamical systems with input and output constraints while ensuring the optimality of the system performance with respect to a given cost function [19]. The control input in MPC is calculated at each time-step by applying the first control in a sequence obtained from solving an optimal control problem over a finite or infinite horizon. The optimal problem is reformulated at each time step based on the available measurements. Traditionally, a full model of the system is required to solve the MPC problem and all of the control inputs are calculated centrally. However, in large-scale interconnected systems, such as power systems [20], water distribution systems [21], transport systems, manufacturing systems, biological systems, and irrigation systems [23], the assumption of knowing the whole model precisely is not realistic. The scenario where the models are learned during control is an active research area [24], [25]. This paper is another step in the direction where concepts from information and statistical learning theories are combined with those from control theory.

Contributions

The main contributions of this paper include:

- Formulation of dual control as a multi-objective problem, which quantifies the knowledge gain objective explicitly.
- Adaptation of concepts such as mutual information and relative entropy from information theory to quantify knowledge gain within a given active learning framework.
- Application of the framework to dual control of Markov Decision Processes as well as dual control of nonlinear systems.
- Deriving specific lower bounds on knowledge gain within the context of Gaussian process-based learning.

The next section presents the system model and problem formulation, which is independent of the learning framework. Section III provides definitions of and discusses relevant information and knowledge measures. Section IV presents an application of the approach to dual control of Markov Decision Processes where Dirichlet prior. The subsequent Section V applies the framework to dual control of nonlinear systems using GP Regression based on mutual information and relative entropy. Section VI illustrates the results with multiple numerical examples. The paper ends with the concluding remarks in Section VII.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In dual control, the controller aims to concurrently learn and control an unknown system. The first objective of the controller is to learn the unknown system in an efficient way. The second and concurrent objective is to control the system (optimally) based on the best available estimation. These two objectives are clearly in conflict. The control action that gives more information on system dynamics may not necessarily be the one optimally controlling the system and vice versa. It is the duality of these objectives, that motivates the “dual control” name of the problem.

Consider the discrete-time dynamical system

\[ x_i(n + 1) = f_i(x(n), u(n)), \quad i = 1, 2, \ldots, d, \quad (1) \]

where \( n = 1, 2, \ldots, \) denotes the time step. The state vector \( x \in \mathcal{X} \) denotes that \( x \) belongs to the set \( \mathcal{X} \subseteq \mathbb{R}^d \), the vector \( u \in \mathcal{U} \) denotes the control action chosen from the finite set of available actions \( \mathcal{U} \), and \( f_i : \mathcal{X} \times \mathcal{U} \rightarrow \mathcal{X} \) is the mapping from the cross-product of state and control spaces to the state space.

For notational convenience, define \( z := [x, u]^T \in \mathcal{Z} := \mathcal{X} \times \mathcal{U} \), where \([ \cdot ]^T \) denotes the transpose operator. Then, the dynamical system is given by

\[ x_i(n + 1) = f_i(z(n)), \quad i = 1, 2, \ldots, d. \]

It is assumed here that the dynamical system \( f \) is not known except from past observations. Therefore, it is estimated from available past data within a learning framework. Furthermore, the controller does not have the time or resources for collecting extensive information to identify the system. Therefore, methods such as extremum seeking or iterative learning cannot be applied to the problem.

Let the set

\[ \mathcal{D}(n) = \{(z(0), x(1)), (z(1), x(2)), \ldots, (z(n - 1), x(n))\} \quad (2) \]

denote the \( D \) data points obtained from past observations of the dynamical system.\(^1\) For notational convenience, both \((z(n), x(n + 1))\) and \( z(n) \) will represent an observation for the rest of the paper. Using this data set a consistent estimate \( \hat{f} \) of the original system \( f \) is obtained.

A finite-horizon control problem based on the estimated system \( \hat{f} \) and initial state \( x(0) \) is defined as follows:

\[ \min_{u(0:N-1)} J(x(0), u(0 : N - 1), \hat{x}(1 : N)) \quad (3) \]

\[ = \min_{u(0:N-1)} \sum_{k=1}^{N} \beta^k J_k(\hat{x}(k - 1), u(k - 1), \hat{x}(k)), \]

such that \( \hat{x}(n + 1) = \hat{f}(\hat{x}(n), u(n)), \quad n = 0, \ldots, N - 1, \)

\(^1\)In some cases the observations, \( y(n + 1) = f(z(n)) + \mathcal{N}(0, \sigma) \), may be distorted by a Gaussian noise \( \mathcal{N}(0, \sigma) \) with fixed variance \( \sigma \).
where \( \dot{x}(0) = x(0) \), \( J_k \geq 0 \) is the finite stage cost at time \( k \), and \( 0 < \beta \leq 1 \) is the future discount factor introduced to account for modeling uncertainty. Notice that this formulates a receding-horizon control problem where the system dynamics constituting the constraints are to be learned iteratively by choosing appropriate control actions.

In order to make this learning process more precise, an explicit knowledge objective is introduced

\[
\max_{u(n)} I_n(\dot{x}(n+1); x(n), u(n), D(n)),
\]

where the scalar \( I_n \geq 0 \) denotes the amount of expected knowledge gain at time \( n \) for a given state \( x(n) \), data set \( D(n) \), and chosen control action \( u(n) \).

The presented approach to dual control repeatedly solves a finite horizon multi-objective optimization problem combining the objectives (3) and (4) subject to system dynamics as constraints. Since the system dynamics are not known, the control actions have to be chosen to satisfy not only (3) but also the knowledge acquisition goal (4) which is explicitly calculated using information theoretic metrics. Hence, the control and learning objectives are concurrently addressed in a principled way. The resulting framework is applied to dual control of MDPs using Dirichlet Processes is presented in Section IV and of nonlinear systems using GPR in Section V, respectively. Algorithms 1 and 2 in those sections illustrate two specific instances of this approach.

### III. INFORMATION MEASURES FOR DUAL CONTROL

Concepts from the field of information theory provide a natural foundation for explicitly quantifying the knowledge objective \( I \) in the dual control problem defined (4). Multiple measures that are closely related to each other such as entropy, mutual information, relative entropy, and Fisher information can be used for this purpose. However, their application to the dual control problem still requires careful evaluation as it will be illustrated in the subsequent chapters.

**Knowledge Gain as Uncertainty Reduction**

One possible way of quantifying the (estimated) knowledge gain \( I \) is defining it as a reduction in (estimated) uncertainty.

**Definition III.1 (Knowledge Gain as Uncertainty Reduction).**

Given the set of observations \( D \) (2) of the dynamical system (1), the knowledge gain \( I \) at the point \( \bar{z} := [\bar{x}, \bar{u}]^T \) is defined as

\[
I(\bar{z}; D) := H_{before}(D) - H_{after}(D \cup \{\bar{z}\}),
\]

where \( H_{before} \) is the entropy before the observation, \( \{\bar{z}, f(\bar{z})\} \), and \( H_{after} \) is the one after it.

Thus, entropy is used here as a measure of uncertainty. Note that, this is related to the well-known mutual information between two random variables \( X \) and \( Y \), \( I(X; Y) = H(X) - H(X|Y) \), which quantifies reduction in the uncertainty of \( X \) due to knowledge of \( Y \) [26].

**Remark III.2.** In this paper, a consistent learning framework is assumed where the estimates improve with each new piece of knowledge acquired similar to a consistent estimator where estimates converge to the true value as number of data points increase to infinity.

Depending on the type of entropy measure used the knowledge gain \( I \) in (5) can be calculated in different ways. In order to simplify the discussion, consider the single variable case without any loss of generality. Let \( H(X) \) denote the entropy of a discrete random variable \( X \), and \( h(X) \) the differential entropy of its continuous counterpart [26] (see Appendix for the definitions).

Differential entropy is closely related to entropy, yet there are important differences between the two. While the range of entropy \( H(X) \) is \([0, \infty)\), differential entropy is a mapping to \((-\infty, \infty)\). This may lead to subtraction of two quantities potentially diverging to \(-\infty\) when differential entropy is used to calculate \( I \) in (5) even under the consistent learner assumption in Remark III.2. Therefore, differential entropy is not a good measure to use in computing knowledge gain as reduction in uncertainty. Fortunately, the problem can be remedied simply by using entropy power [27] or alternatively exponential entropy [28] which are closely related to each other.

**Definition III.3 (Entropy power).**

The entropy power [27] of a random vector \( X \) with differential entropy \( h(X) \) is

\[
h_e(X) := \frac{1}{2\pi e} e^{\frac{h}{2}}(X),
\]

where \( d \) is the dimension of the random vector.

Since the range of exponential entropy \([0, \infty)\) is the same as of entropy, it can be used as a measure of uncertainty of a continuous variable, and hence to define knowledge gain based on entropy power:

\[
I_e := h_e, before - h_e, after = \frac{1}{2\pi e} \left[ e^{\frac{h}{2}, before} - e^{\frac{h}{2}, after} \right].
\]

**Relative Entropy**

An alternative method for quantifying knowledge gain is to use relative entropy or Kullback-Leibler (K-L) divergence, which measures the difference between two probability distributions [26].

**Definition III.4 (Relative Entropy).**

The K-L divergence between distributions \( p \) and \( q \) on \( \mathcal{Y} \) is defined as

\[
D(p \parallel q) := \sum_{y \in \mathcal{Y}} p(y) \ln \left( \frac{p(y)}{q(y)} \right).
\]

The \( K - L \) divergence is not a symmetric quantity, \( D(p \parallel q) \neq D(q \parallel p) \), and hence, is not a true distance metric.

**Fisher Information**

Let \( f(X; \theta) \) be the parameterized pdf of the random variable \( X \). The score is a random variable

\[
\text{score} := \frac{\partial}{\partial \theta} \ln(f(X; \theta)).
\]
**Definition III.5** (Fisher information). Fisher information [26] is the variance of the score defined in (8),

\[
F(\theta) := E_\theta \left[ \frac{\partial}{\partial \theta} \ln(f(x; \theta)) \right]^2,
\]

where \( E_\theta \) denotes the conditional expectation given \( \theta \).

**Relationships between Information Measures**

Mutual information and relative entropy are related to each other through the equation \( I(X; Y) = D(p_{X,Y} || p_X p_Y) \), where \( p_X \) and \( p_Y \) are the pmfs of the random variables \( X \) and \( Y \).

The well-known Cramer-Rao inequality [26] relates the variance \( \text{var}(T) \) of any unbiased estimator \( T(X) \) of the parameter \( \theta \) to Fisher information:

\[
F(\theta) \geq \frac{1}{\text{var}(T)}.
\]

The de Bruijn’s identity connects differential entropy and Fisher information as follows:

\[
\frac{\partial}{\partial t} h(X + \sqrt{t}Z) \bigg|_{t=0} = 0.5 F(X),
\]

where \( Z \) is a zero mean unit variance Gaussian random variable and

\[
F(X) = \int_{-\infty}^{+\infty} f(x) \left[ \frac{\partial}{\partial x} \ln f(x) \right]^2 dx.
\]

While the (differential) entropy is related to the volume \( V \) of its typical (or “support”) set \( \mathcal{A} \), Fisher information is related to the surface area of the typical set [29]

\[
S(X) = \frac{\partial}{\partial t} h_e(X + \sqrt{t}Z) \bigg|_{t=0} = 0.5 F(X) h_e(X),
\]

or

\[
\frac{\partial}{\partial t} \log \left( h_e(X + \sqrt{t}Z) \right) \bigg|_{t=0} = 0.5 F(X).
\]

**Remark III.6.** Fisher information can be seen as a directional derivative of entropy and the knowledge gain \( I \) in Definition III.1 can be interpreted as a subgradient of entropy. Therefore, the two are closely related as they both provide a direction for entropy, and hence uncertainty, reduction. Furthermore, minimizing variance (of the estimator) maximizes knowledge gain which follows from the Cramer-Rao bound (9) as well as the analysis in Section V-B.

The information metrics studied in this section are used for dual control of MDPs in Section IV and of nonlinear systems in Section V under different learning schemes. The choice of which specific information measure to use is heavily problem-dependent and constrained by computational limits. However, the analysis in this section provides insights to facilitate such decisions in various problems.

**IV. DUAL CONTROL OF MARKOV DECISION PROCESSES**

Markov decision processes provide a mathematical machinery to describe systems whose evolution is partly due to the actions taken by a decision maker and partly random. There are many problems that can be formulated with this language and there is a rich history of applying MDPs to different problem areas. For example, in [30] a scenario is studied where at each time step a decision should be made on how much water to be used for electricity generation when alternative methods of generation exist. In [31] the problem of commodity acquisition in face of changing prices and expected demand pattern is studied. The problem of how much investment should be made by an insurance company in the presence of random claims, expenses, and stockbrokers cut-offs is considered in [32]. For more examples on practical applications of MDPs the reader may refer to [33].

To be able to use MDP to model a system a few assumptions should be made. First, the number of states that the system operates in should be finite. Second, the number of actions that the decision maker can take at each state are finite. Third, the Markov property should hold, i.e. the effects of an action taken in a state depend only on that state and not on the prior history. Moreover, it is assumed that a reward (penalty) is associated with each transition to a new state after applying an action and the goal would be to maximize (minimize) the sum of all rewards (penalties) over time.

Under the aforementioned assumptions the required variables are defined. Let \( \mathcal{S} = \{ s_1, \ldots, s_n \} \) be a finite set of states and \( \mathcal{A} = \{ a_1, \ldots, a_m \} \) be a finite set of actions. Let \( \Pi_i \) be the transition matrix when action \( a_i \) is applied where \( \Pi_i(s, j, l) \) is the probability of transition from state \( s_j \) to \( s_l \) under action \( a_i \). Moreover, let \( R(s, a) \) be the (expected) reward gained by applying action \( a \) at state \( s \). Consider the following finite-horizon cost function

\[
J(k_0, \pi(k_0)) = \sum_{k=k_0}^{k_0+N-1} R(s(k), a(k)).
\]

where \( \pi(k_0) = \{ a(k_0), \ldots, a(k_0 + N - 1) \} \). The decision problem would be to find the sequence of actions \( \pi(k_0) \) such that \( J(k_0, \pi(k_0)) \) is minimized. This problem is well-known and a vast body of research work has addressed this and other similar problems, see [34], [35] for a thorough treatment of such problems. However, the majority of those works make assumptions on having perfect knowledge of the the problem, e.g. knowing \( \Pi_1, \ldots, \Pi_m \) precisely. Note that \( \Pi_i \) is the true and unknown transition matrix when action \( a_i \) is applied.

In this section, the problem is addressed when the transition matrices \( \Pi_1, \ldots, \Pi_m \) are unknown and need to be estimated while the expected reward based on the known estimates is to be maximized at each step. Hence, it is a special case of the general formulation in Section II.

**A. Learning the Transition Matrices**

Classical maximum likelihood (ML) or Maximum A Posteriori (MAP) schemes can be used to estimate the transition matrices of an MDP [36], [37]. To take advantage of the conjugacy property of Dirichlet distribution with the multinomial.
distribution [38], a prior Dirichlet distribution is assumed on each row of the transition matrices. This facilitates recursively estimating the transition matrices via counting the transitions between each pair of states under an action to obtain ML or MAP estimates of the transition matrices, the reader may refer to [39], [40] for more information.

First, denote the estimate of $\Pi_i$ as $P_i$. The mean-variance estimator of [41] is used to estimate the transition matrices $\Pi_1, \ldots, \Pi_m$. While other methods can also be used in this context, the same principles introduced here to maximize the knowledge gain will be applicable. To this end assume each row $j$ of each estimate $P_i$ denoted by $P_i(j, \cdot)$ is a Dirichlet random variable with hyper-parameters $\alpha_i = [\alpha_i(j, 1), \ldots, \alpha_i(j, n)]$ where $\alpha_i(j, 1), \ldots, \alpha_i(j, n)$ are initially set to be positive real numbers. Additionally, assume that at time $k$ an action $a(k) = a_i$ is applied and let $s(k) = s_j$.

After the application of action $a_i$ the estimate of the true transition matrix $\Pi_i, P_i$, will be updated as follows

$$P_i(j, l) := \frac{\alpha_i(j, l)(\alpha_i(j) - \alpha_i(j, l))}{\alpha_i(j)^2(\alpha_i(j) + 1)}$$

where

$$\alpha_i(j, l) := \begin{cases} \alpha_i(j, l) + 1 & T = 1 \\ \alpha_i(j, l) & T = 0 \end{cases}$$

with

$$T = (s(k_0) = s_j \& s(k_0 + 1) = s_l \& a(k_0) = a_i),$$

and

$$\tilde{\alpha}_i(j) := \sum_{l=1}^{n} \alpha_i(j, l).$$

We note that $\tilde{\alpha}_i(j) > 0$ due to the fact that each $\alpha_i(j, l), \ l = 1, \ldots, n$ remains positive before and after applying (12). Specifically, the Boolean variable $T$ is true when under action $a_i$ at time $k$ a transition from state $s_j$ to state $s_l$ occurs.

The main problem is how to choose $a(k)$ in order to improve the performance of the estimator described above. Different strategies based on the information measures introduced in Section III are investigated next.

B. Quantifying Information

Knowledge gain as uncertainty reduction and Fisher information defined in Section III are used next to quantify knowledge acquired in the MDP setting for learning under a Dirichlet prior. As the first step, the entropy of a Dirichlet variable is given. If $x$ is a Dirichlet random variable with hyper-parameters $\alpha = [\alpha_1, \ldots, \alpha_n]$, then the information entropy of $x$ is

$$h(x) = \log B(\alpha) + (\bar{\alpha} - n)\psi(\bar{\alpha}) - \sum_{\ell=1}^{n} (\alpha_\ell - 1)\psi(\alpha_\ell)$$

where $\bar{\alpha} = \sum_{\ell=1}^{n} \alpha_\ell$, $\psi(\cdot)$ is the digamma function of its argument, and

$$B(\alpha) = \frac{\prod_{\ell=1}^{n} \Gamma(\alpha_\ell)}{\Gamma(\bar{\alpha})}$$

with $\Gamma(\cdot)$ being the gamma function of its argument.

The expected knowledge gain in terms of entropy power of applying an action $a_i$ at state $s(k)$ is defined as

$$\mathcal{I}_e(s(k), a_i) = \sum_{l=1}^{n} P_i(j, l) \left[ h_e(\hat{P}_i(j, :)) - h_e(\hat{P}_j^l(j, :)) \right]$$

where $s_j = s(k)$,

$$\hat{P}_i^l(j, l) = \frac{\tilde{\alpha}_i(j, l)/\alpha_i(j)}{\tilde{\alpha}_i(j)/\alpha_i(j) + 1}$$

$$\tilde{\alpha}_i(j, l) = \begin{cases} \alpha_i(j, l) + 1 & l = \ell \\ \alpha_i(j, l) & l \neq \ell \end{cases}$$

and $\tilde{\alpha}_i(j) = \tilde{\alpha}_i(j) + 1$ for $\ell = 1, \ldots, n$.

Thus, at each time $k$, the best action $a(k)$ with respect to entropy power is given by

$$a(k) = \arg \max_{a \in \mathcal{A}} \mathcal{I}_e(s(k), a)$$

Next, consider the Fisher Information measure as an alternative. As above consider $x$ to be a Dirichlet random variable with hyper-parameters $\alpha = [\alpha_1, \ldots, \alpha_n]$. The $ij$-th entry of the Fisher information matrix $F(x), F_{ij}(x)$, in light of Definition III.5 is

$$F_{ij}(x) = \begin{cases} \psi'(\alpha_j) - \psi'(\alpha_0), & i = j \\ -\psi'(\alpha_0), & i \neq j \end{cases}$$

where $\psi'(\cdot)$ is the trigamma function, i.e. it is the first derivative of the digamma function.

The expected knowledge gain in terms of Fisher information of applying an action $a_i$ at state $s(k)$ is defined as

$$\mathcal{I}_F(s(k), a_i) = \sum_{l=1}^{n} P_i(j, l) \left[ \text{tr}(F(P_i(j, :))) - \text{tr}(F(\hat{P}_i^l(j, :))) \right]$$

where $\text{tr}(\cdot)$ is the trace of its argument, $s_j = s(k), \hat{P}_i(j, l)$ is given by (17), $\hat{\alpha}_i(j, l)$ is described by (18), and $\tilde{\alpha}_i(j) = \tilde{\alpha}_i(j) + 1$ for $\ell = 1, \ldots, n$.

C. Dual Control of MDP

Consider now a Markov decision problem where the transition matrices are unknown, which corresponds to dual control of a MDP. Taking inspiration from model predictive control strategies, define at time $k_0$

$$J(k_0, \pi(k_0), P_i) = w_D J(k_0, \pi(k)) + w_I \mathcal{I}(s(k_0), a(k_0)).$$

where $w_D$ and $w_I$ are some nonnegative weighting scalars, $\mathcal{I}(s(k_0), a(k_0))$ is the expected knowledge gain after applying action $a(k_0)$ at time $k_0$ and state $s(k_0)$ and can be either defined by (16) or (20). We rewrite (21) as

$$J(k_0, \pi(k_0), P_i) = \sum_{k=k_0}^{k_0+N} \mathcal{R}(s(k), a(k))$$

with $\mathcal{R}(s(k), a(k))$ being the gamma function of its argument.
with
\[ R(s(k_0), a(k_0)) = w_D R_a(k_0)(s(k_0), a(k_0)) + w_I I(s(k_0), a(k_0)), \]
\[ R(s(k), a(k)) = w_D R(s(k), a(k)), \quad k = k_0 + 1 : k_0 + N - 1. \]

Now the control strategy is to first apply the first action in the sequence \( \pi^*(k_0) = \{a^*(k_0), \ldots, a^*(k_0 + N - 1)\} \), \( a^*(k_0) \), at time \( k_0 \) where
\[ \pi^*(k_0) = \arg \max_{\pi(k_0)} \mathcal{J}(k_0, \pi(k_0), P_i). \] (23)

Secondly, update the estimates \( P_1, \ldots, P_m \) by observing the outcome of the action via (11)-(13), form \( \mathcal{J}(k_0 + 1, \pi(k_0 + 1), P_i) \) using the new estimates and repeat the procedure. This dual control strategy for Markov Decision processes with unknown transition matrices is outlined in Algorithm 1.

**Algorithm 1 Dual Control of Markov Decision Processes with Unknown Transition Matrices.**

**Input:** \( S, A, w_D, w_I, R(s, a), I(s, a) \)

**Initialize:** \( P_1, \ldots, P_m \)

\( s := s(0) \)

\( \pi^*(0) := \arg \max_{\pi(0)} \mathcal{J}(0, \pi(0), P_i) \)

\( \{\pi^*(k) = \{a^*(k), \ldots, a^*(k + N - 1)\}\} \)

Apply \( a := a^*(0) \)

**For** \( k_0 \in \{1, 2, \ldots\} \) **do**

\( s := s(k_0) \)

**Update:** \( P_1, \ldots, P_m \) via (11)-(13)

\( \pi^*(k_0) := \arg \max_{\pi(k_0)} \mathcal{J}(k_0, \pi(k_0), P_i) \)

Apply \( a := a^*(k_0) \)

**End for**

V. DUAL CONTROL OF NONLINEAR SYSTEMS

In the dual control problem formulated, information is needed to learn the dynamical system and the learning framework provides the basis for explicitly quantifying and actively obtaining the next piece of information.

A. Learning the System Dynamics using GP

A short overview of Gaussian Process (GP) regression is presented next for completeness [2], [42]. Deriving the estimate \( \hat{f} \) using the set of available data points, \( \mathcal{D} \), is known as the regression problem in the pattern recognition (machine learning) literature. This task falls under the umbrella of supervised learning since \( \mathcal{D} \) is used here as a labeled learning set. The learning process involves selection of an a-priori “model” which allows the learned function \( \hat{f} \) to be expressed in terms of a set of parameters and specific basis functions. At the same time an error measure between the original function \( f \) and \( \hat{f} \) is minimized using the learning data set. GP regression provides a “non-parametric” version of this basic idea.

A GP is formally defined as a collection of random variables, any finite number of which have a joint Gaussian distribution. In general, it is completely specified by its mean function \( m(z) \) which is assumed to be zero here for simplicity, and covariance function
\[ c_{ii}(z, \tilde{z}) := E[f_i(z)f_i(\tilde{z})], \]
for \( i = 1, \ldots, d \) and \( \forall z, \tilde{z} \in Z \). Hence, the GP is characterized in this special case entirely by its covariance function \( c(z, \tilde{z}) \). Given a set of data \( \mathcal{D} \) and assuming fixed Gaussian observation noise, the covariance matrix is defined as the sum of a kernel matrix \( Q \) and noise variance \( \sigma \):
\[ Q_{ij} := Q_{ij} + \sigma, \quad \forall i, j = 1, \ldots, \text{card}(\mathcal{D}) \]
where \( \text{card}(\mathcal{D}) \) is the cardinality of the data set \( \mathcal{D} \). While it is possible to choose here any (positive definite) kernel function \( q(z, \tilde{z}) : (Z, Z) \rightarrow \mathbb{R} \), one classical choice is the Gaussian kernel,
\[ q(z, \tilde{z}) = \exp \left[-\frac{1}{2} \| z - \tilde{z} \|^2 \right], \]
which leads to the kernel matrix \( Q_{ij} = q(z_i, z_j) \), where \( z_i, z_j \in \mathcal{D} \). Note that GP makes use of the well-known kernel trick here by representing an infinite dimensional continuous function using a (finite) set of continuous basis functions and associated vector of real parameters in accordance with the representer theorem [10].

Given the data set \( \mathcal{D} \), define the vector
\[ k(\mathcal{D}, z) := [q(z_1, z), \ldots, q(z_D, z)] \]
and scalar
\[ \kappa := q(z, z) + 1 + \sigma. \]
Then, the predictive distribution at a given point \( z \), \( p_{\bar{x}}(\mathcal{D}, z) \), is a Gaussian random variable, \( \mathcal{N}(\bar{f}_i, v_i) \), with the mean \( \bar{f}_i \) and variance \( v \):
\[ \bar{f}_i(\mathcal{D}, z) := k^T C^{-1} \bar{f}_i(\mathcal{D}) \quad \text{and} \quad v(\mathcal{D}, z) := \kappa - k^T C^{-1} k, \]
where \( \bar{f}_i(\mathcal{D}) = [f_i(z_0), f_i(z_2), \ldots, f_i(z_{D-1})]^T \). Note that the variance is independent of the individual state dimension. Equation (28) is a key result that defines GP regression. The mean function \( \bar{f}_i(z) \) of the Gaussian distribution provides a prediction of the objective function \( f(z) \) in each dimension \( i \). The variance function \( v(z) \) indicates the uncertainty level of the predictions provided by \( \bar{f} \).

B. Quantifying Information

Two specific definitions of information, mutual information and relative entropy (Kullback-Leibler distance), are presented next using the GPR learning framework.

**Mutual Information Metric:** One possible way of quantifying the estimated knowledge gain from choosing a control action \( \bar{u} \in \mathcal{U} \) at any given state \( \bar{x} \in \mathcal{X} \), is defining it as a reduction in estimated uncertainty at \( \bar{x} := [\bar{x}, \bar{u}]^T \) using (5). Based on GP regression and given the observed data \( \mathcal{D} \), each state dimension, \( \bar{x}_i \), is estimated as a multivariate random variable, \( \mathcal{N}(\bar{f}_i, v_i) \), with predictive distribution
\[ p_{\bar{x}_i}(\mathcal{D}, z) = \frac{1}{\sqrt{2\pi v_i}} \exp \left(-\frac{1}{2} \left(\frac{\bar{x}_i - \bar{f}_i}{v_i}\right)^2\right), \]
where \( \bar{f} \) and \( \nu \) are defined in (28), i.e., this is the conditional distribution of \( \bar{f}(z) \) given data \( D \).

The differential entropy of the predictive Gaussian distribution (29) at any point \( z \in Z \) before observing the new data point, \( \bar{z} \), is

\[
H_b(D, z) = \frac{d}{2} \ln(2\pi e) + \frac{d}{2} \ln(v(D, z)),
\]

and the one after observing it is

\[
H_a(D \cup \{\bar{z}\}, z) = \frac{d}{2} \ln(2\pi e) + \frac{d}{2} \ln(v(D \cup \{\bar{z}\}, z)).
\]

Here, the entropy value is the same and added over each \( d \) dimensions of the state space. Note again that the entropy is independent from the value of the system mapping \( f(\bar{z}) \) [43].

The functions \( H_b \) and \( H_a \) quantify the uncertainty at a given point \( z \in Z \). The aggregate uncertainty values \( H_{before} \) and \( H_{after} \), however, are computed over the whole space \( Z \). In order to simplify the analysis and notation, define a dense regression [2]. Consequently, \( H_{before} \) and \( H_{after} \) are defined as follows:

\[
\hat{H}_{before}(D) := \sum_{z \in \Theta} H_b(D, z)
\]

and

\[
\hat{H}_{after}(D \cup \{\bar{z}\}) := \sum_{z \in \Theta \setminus \bar{z}} H_a(D \cup \{\bar{z}\}, z) + \frac{d}{2} \ln(\sigma),
\]

where \( \sigma \) in (24) is the observation noise.

Let,

\[
\hat{H}_{before}(D) = H_b(D, z) + \sum_{z \in \Theta \setminus \bar{z}} H_b(D, z).
\]

The following lemma provides the basis for a useful approximation.

**Lemma V.1**. In the problem setup considered, given the data set \( D \) and the next observation \( \bar{z} \in Z \), \( \bar{z} \notin D \), define

\[
\rho(\bar{z}) := \sum_{z \in \Theta \setminus \bar{z}} H_b(D, z) - H_a(D \cup \{\bar{z}\}, z),
\]

which is equivalent to

\[
\rho(\bar{z}) = \frac{d}{2} \sum_{z \in \Theta \setminus \bar{z}} \ln(v(D, z)) - \ln(v(D \cup \{\bar{z}\}, z)).
\]

Then, the following hold:

1. \( \rho(\bar{z}) \geq 0 \).
2. \( \rho(\bar{z}) \to 0 \) as \( \text{card}(D) \to \infty \).

**Proof.** Define [42]:

\[
C_{D+1}^{-1} = \begin{bmatrix}
M & m \\
m & \mu
\end{bmatrix},
\]

where

\[
k := Q(z, \bar{z}), \quad m := v^{-1},
\]

\[
k_{D+1} = [k_D, k]^T, \quad m := -\mu C_D^{-1} k,
\]

\[
M := C_D^{-1} + \frac{1}{\mu} mm^T, \quad \varepsilon := \kappa - \bar{k}.
\]

It follows directly from (26) and (28) that

\[
v(D \cup \{\bar{z}\}, z) = \kappa - k_{D+1}^T C_{D+1}^{-1} k_{D+1}.
\]

Straightforward algebraic manipulations lead to

\[
v(D \cup \{\bar{z}\}, z) = v \cdot \left(1 - \frac{(v - \varepsilon)^2}{v^2}\right).
\]

The ratio of variances of the predictive distributions before and after observing \( \bar{z} \) at any point \( z \) is then

\[
R(D, \bar{z}, z) := \frac{v(D, z)}{v(D \cup \{\bar{z}\}, z)} = \frac{v}{v \cdot \left(1 - \frac{(v - \varepsilon)^2}{v^2}\right)}.
\]

Since \( \varepsilon \geq 0 \) (otherwise \( v(D \cup \{\bar{z}\}, z) \) would be negative), the ratio (32) has to be greater than one, \( R(D, \bar{z}, z) \geq 1 \), which establishes the result in part 1.

As \( \text{card}(D) \to \infty \) in part 2, both the variance \( v \) and variable \( \varepsilon \) converge to \( \sigma \) due to consistency property of GP regression [2]. Consequently, \( R(D, \bar{z}, z) \) converges to one, and hence,

\[
\rho(\bar{z}) = \frac{d}{2} \sum_{z \in \Theta \setminus \bar{z}} \ln(R(D, \bar{z}, z)) \to 0,
\]

which completes the proof.

Using Lemma V.1, the expected knowledge gain that approximates (5) is

\[
\hat{I}(\bar{z}; D) = \frac{d}{2} \ln(v(D, \bar{z})) + \rho(\bar{z}) + \frac{d}{2} \ln(2\pi e/\sigma).
\]

\[
\Rightarrow \hat{I}(\bar{z}; D) \geq \frac{d}{2} \ln(v(D, \bar{z})) + \frac{d}{2} \ln(2\pi e/\sigma).
\]

This inequality is independent of the sampling \( \Theta \) which leads to the following result:

**Proposition V.2.** Given \( D \) and GP model with predictive distribution (29), a lower bound on the estimated knowledge gain from observation, \( \bar{z} \), is

\[
\hat{I}(\bar{z}; D) \geq \frac{d}{2} \ln(v(D, \bar{z})) + \frac{d}{2} \ln(2\pi e/\sigma),
\]

where \( v(D, \bar{z}) \) is defined in (28). Moreover, this bound becomes tighter as \( \text{card}(D) \to \infty \).

**Remark V.3.** It is interesting to note that the knowledge gain is independent of the system dynamics, \( f \), i.e., only the observation point \( \bar{z} \) plays a role in the definition; see e.g. (5) and (33).

**Corollary V.4.** Given \( D \) and GP model with predictive distribution (29), a lower bound on the estimated knowledge gain based on entropy power from observation, \( \bar{z} \), is

\[
\hat{I}_e(\bar{z}; D) \geq v(D, \bar{z}),
\]

where \( v(D, \bar{z}) \) is defined in (28). Moreover, this bound becomes tighter as \( \text{card}(D) \to \infty \).

**Proof.** The proof follows directly from the definition of knowledge gain based on entropy power (6) and Lemma V.1.
Relative Entropy (K-L) Metric: If \( p \) and \( q \) are both Gaussian distributions, then the K-L divergence (7) between them is

\[
D(p \parallel q) = \frac{1}{2} \left[ \ln \left( \frac{v_q}{v_p} \right) + \frac{v_p}{v_q} + \frac{(m_p - m_q)^2}{v_q} \right] - 1,
\]

where \( m_p, m_q \) and \( v_p, v_q \) are the respective means and variances.

Using (29), define the predictive distribution \( p_b(D, z) \) before observing \( \bar{z} \) and \( p_b(D \cup \{ \bar{z} \}, z) \) after the observation. A new problem that was not encountered before with the entropy-based knowledge metric arises next. When deciding which \( \bar{z} \) to choose, it is not possible to know beforehand the value of \( f(\bar{z}) \), which is now explicitly a part of this knowledge metric. This complication can be addressed in two different ways: (a) by ignoring the means of \( p_a \) and \( p_b \) or (b) by replacing \( f(\bar{z}) \) using the existing data \( D \). For convenience, the former is called for the rest of the paper as zero-mean K-L knowledge and the latter as approximate K-L knowledge.

Following similar steps as before, the zero-mean K-L knowledge metric over \( \Theta \) is defined as

\[
\hat{I}_{KLz}(\bar{z}; D) = \sum_{z \in \Theta} D(p_a(D \cup \{ \bar{z} \}, z) \parallel p_b(D, z))
\]

which completes the proof.

The approximate K-L knowledge extends the definition in (35) as follows:

\[
\hat{I}_{KLz}(\bar{z}; D) = \sum_{z \in \Theta} D(p_a(D \cup \{ \bar{z} \}, z) \parallel p_b(D, z))
\]

where \( v_p = v(D \cup \{ \bar{z} \}, z) \), \( v_p = v(D, \bar{z}) \), \( m_{a,i} = \hat{f}_i(D \cup \{ \bar{z} \}, z) \), and \( m_{b,i} = \hat{f}_i(D, z) \) as in (28). Define next the quantity \( \zeta \) similar to \( \eta \). Straightforward algebraic manipulations lead to:

\[
\zeta(D, \bar{z}) := \sum_{z \in \Theta \backslash \bar{z}} D(p_a(D \cup \{ \bar{z} \}, z) \parallel p_b(D, z)),
\]

where \( v(D, \bar{z}) \) is defined in (28). Since \( f(\bar{z}) \) is naturally not available when deciding on which \( \bar{z} \) to choose, it is replaced by \( \hat{f}(\bar{z}) \) above \( \forall \bar{z} \). Since \( \zeta \geq 0 \) and \( \zeta \to 0 \) as \( \text{card}(D) \to \infty \), the following counterpart of Proposition V.5 immediately follows:

**Proposition V.6.** Given \( D \) and GP model with predictive distribution (29), a lower bound on the estimated approximate K-L knowledge gain as defined in (38) from observation, \( \bar{z} \), is

\[
\hat{I}_{KLz}(\bar{z}; D) \geq \frac{d}{2} \left[ \ln (v(D, \bar{z})) + \frac{\sigma}{v(D, \bar{z})} \right] + \frac{d}{2} (\log(1/\sigma) - 1),
\]

where \( v(D, \bar{z}) \) is defined in (28). Moreover, this bound becomes tighter as \( \text{card}(D) \to \infty \).

**Proof.** Similar to that of Proposition V.5. \( \square \)

It is interesting to note that the lower bounds in both Proposition V.5 and V.6 are the same.

**C. Dual Control**

Using the results from the previous section, the dual control problem is formulated as

\[
\min_{u(0:N-1)} J(x(0), u(0 : N - 1), \hat{x}(1 : N))
\]

\[
= \min_{u(0:N-1)} \sum_{k=1}^{N} \beta^k \left[ w_C(k) J_k(\hat{x}(k - 1), u(k - 1), \hat{x}(k)) - w_T(k) I_k(\hat{x}(k - 1), u(k - 1), \hat{x}(k), D(k)) \right],
\]

such that \( \hat{x}(n + 1) = \hat{f}(\bar{x}(n), u(n)), \ n = 0, \ldots, N - 1, \)

where \( \hat{x}(0) = x(0) \). \( I_k \geq 0 \) is the expected knowledge gain at time \( k \). The weighting factors \( w_C(k) \) and \( w_T(k) \) are nonnegative values and capture the balance between control and knowledge gain dual objectives. Note that, unlike the stage cost \( J_k \), the expected knowledge gain \( I_k \) is time-varying due to \( D(k) \). In order to remedy computational complications this creates, a special case can be considered where \( w_T(1) > 0 \) and \( w_T(k) = 0, \ k = 2, \ldots, N \). As in the case of MPC,
the dual control problem \((40)\) is solved repeatedly at each time step to choose the best control action \(u\) from a finite set despite calculating the future controls over the horizon. The dual control strategy for nonlinear systems using GPR is described in Algorithm 2.

The choice of weights \(w_c\) and \(w_T\) poses an interesting research question, especially if they are time-varying. There are multiple options and interpretations. If \(w_c = 0\) and \(w_T > 0\) until a certain time instance and changed to \(w_c > 0\) and \(w_T = 0\) afterwards, this special case corresponds to first learning the system and then controlling it based on the knowledge obtained, which is similar to conventional system identification. An alternative is starting from the same initial condition but gradually decreasing \(w_T\) while increasing \(w_c\). This is then similar to “cooling” in simulated annealing [44]. Yet another and more dynamic solution is inspired by how knowledge obtained, which is similar to conventional system learning the system and then controlling it based on the knowledge gain. This dynamic scheme can be interpreted as active learning based on need.

**Algorithm 2 Dual Control of Nonlinear Systems using GPR**

Input: \(J, U, A, w_c, w_T, \beta, \gamma, \delta\).

initialize \(\hat{x}(0) = x(0), D, \) select \(u(0)\).

for \(k \in \{1, \ldots \} \) do

observe \(x(k)\).

extend data set \(D = D \cup ([x(k-1), u(k-1)], x(k)].\)

update the system estimate \(\hat{f}\) using GPR (29).

choose \(u(k)\) solving \((40);\) apply as next control action.

end for

**VI. NUMERICAL EXAMPLES**

The applicability of the framework developed is illustrated with three different problems. Firstly, the methodology presented in Section IV is applied to an MDP where the transition matrices are not known. Secondly, the algorithm of Section V is used to address the problem of controlling an unknown nonlinear system with linear inputs. Finally, the framework is applied to dual control of an unknown nonlinear system with nonlinear control inputs. The Python and Matlab scripts to generate the results in this section can be found at [45].

**A. Dual Control of a Markov Decision Process**

This section presents two specific scenarios to illustrate the application of the presented dual control framework to Markov Decision Processes (MDPs) as discussed in Section IV. The first scenario investigates the problem of estimating the transition matrices of an MDP with \(n = 5\) states and \(m = 10\) actions. The error between the entries of the estimated transition matrices and their real values are compared for two cases. In the first case at each step \(k\) an action is picked randomly; in the second case at each step the action that maximizes the knowledge gain is chosen and applied to the system. The average of the estimation error \(\sum_{i=1}^{m} \sum_{j=1}^{m} |P_i(j, l) - P_i(j, l)|\), after running the experiment for 100 times for different MDPs is depicted in Fig. 1. The estimation error of the proposed method is consistently less than the error where the actions are picked randomly. This exhibits the performance gain obtained by implementing the learning strategy based on applying \(a(k) = \arg\max_{a \in A} I_c(s(k), a)\) at each step \(k\).

Fig. 1. The average estimation error after repeating the experiment for 100 times as actions are applied randomly and in a way that maximizes the knowledge gain.

The second scenario addresses an MDP problem where the transition matrices are not known. The number of states is \(n = 5\) and there are \(m = 5\) actions. The finite horizon length is \(N = 10\). The weight of the knowledge gain in (21), \(w_T = 10\) and \(I_c(s(k_0), a(k_0)) = I_c(s(k_0), a(k_0))\) given by (16). The Algorithm 1 is applied to this problem. The result is depicted in Fig. 2 is compared with the case where \(w_T = 0\) and the true transition matrices are used. The experiment is run 100 times. It is observed that the rewards obtained from applying the proposed method in this paper converges to the one achieved via implementing the optimal strategy with exact information about the transition matrices associated with each action after nearly 200 steps.

**B. Dual Control of a Logistic Map with Linear Input**

The framework developed in Section V is applied to dual control of a logistic map with linear input. The logistic map is controlled with additive actions while being identified using the GP method described in Algorithm 2:

\[ x(n+1) = r x(n) (1 - x(n)) + u(n). \]

The controller knows how that the control is linear (additive), and utilizes this extra knowledge in identifying the system which simplifies the problem significantly. The system description (input-output relationship) from the perspective of the controller is:

\[ y(n+1) = \hat{h}(y(n)) + u(n). \]
Fig. 2. The reward obtained by applying Algorithm 1 compared to the gain where a receding horizon problem is applied to the system with known transition matrices.

The control actions are taken from the finite set

$$\mathcal{U} = \{ u_i \in [-1, 1] : u_{i+1} = u_i + 0.02, \ i = 1, \ldots, 101 \}.$$  

The kernel variance is 0.5 and the weights in the objective function (40) are chosen as $w_T = w_C = 1$. The goal is to stabilize the system at $x^* = 0.8$, which constitutes the constant reference signal. The starting point is $x_0 = 0.1$. The control actions and state estimation errors over time (in each step based on arrived data points) for $r = 3.5$ and the corresponding trajectory of the logistic map are depicted in Figures 3 and 4. Note that, in this case the logistic map acts only as a nonlinear system with a limit cycle rather than behaving chaotically. It is observed that approximately the first 10 steps are used by the algorithm to explore or learn the system after which the trajectory approaches to the target. The Fig. 5 shows the estimated function versus the original estimation error. It can be seen that the variance is minimum, i.e. the estimate is best, around the target value.

Fig. 3. The control actions and state estimation errors over time (in each step based on arrived data points) for $r = 3.5$ and linear control.

Fig. 4. The controlled trajectory of the logistic map for $r = 3.5$ and linear control.

Fig. 5. The logistic map and its estimate along with one standard deviation for $u = 0$ and $r = 3.5$ after 100 iterations (data points).

C. Dual Control of a Cart with Inverted Pendulum

The framework presented in Section V is next applied to the problem of controlling the position of a cart with an inverted pendulum governed by the set of equations [46], [47]:

$$x_1(n + 1) = x_1(n) + T x_2(n),$$  \hfill (41)

$$x_2(n + 1) = x_2(n) + \frac{T}{M + m \sin^2(x_3(n))} \left[ u(n) + m L x_3^2(n) \sin(x_3(n)) - bx_2(n) - mg \cos(x_3(n)) \sin(x_3(n)) \right],$$

$$x_3(n + 1) = x_3(n) + T x_4(n),$$ \hfill (42)

$$x_4(n + 1) = x_4(n) + \frac{T}{L (M + m \sin^2(x_3(n)))} \left[ -u(n) \cos(x_3(n)) + (M + m) g \sin(x_3(n)) + bx_2(n) \cos(x_3(n)) \right] \cos(x_3(n)) - m L x_3^2(n) \cos(x_3(n)) \sin(x_3(n))),$$ \hfill (43)

$$y(n) = x_1(n),$$ \hfill (44)

where $T = 0.05$ is the sampling period, $y = x_1$ is the position of the cart, $x_2 \approx dx/dt$ is the cart velocity $x_3 = \theta$ is the inverted pendulum angle, $x_4 \approx d\theta/dt$ is the angular velocity.
The parameter values are: \( b = 12.98 \), \( M = 1.378 \), \( L = 0.325 \), \( g = 9.8 \), and \( m = 0.051 \).

The control objective is to fix the position of the cart to \( y^* = 0.5 \), i.e. \( J_n(\hat{x}(n)) = |\hat{x}_1(n) - 0.5| \) at time step \( n \) and the variance \( \nu \) in (28) is used to approximate the knowledge gain objective \( I_n \) in (5). The cart is controlled adopting a one-step look-ahead strategy using control actions \( u \in \{-10, -9, \ldots, 9, 10\} \). The weights in the objective function (40) are chosen as \( w_I = 1 \) and \( w_C = 20 \). To simplify the problem, it is assumed that the controller knows (41) and (44), but has to learn the main system dynamics (42)-(43).

The actual and the estimated position of the cart as well as its velocity are depicted in Fig. 6 and the selected control input is shown in Fig. 7. The performance is rather satisfactory considering that the trajectory is within 10% distance of the target within 30 steps. It is important to note that the controller does not know the model (42)-(43) at all here, and learns (a representation of) the system while controlling it at the same time.

![Fig. 6. The actual and estimated positions and velocity of the cart with inverted pendulum.](image)

VII. CONCLUSION

A novel multi-objective optimization approach to dual control is presented where the active learning objective is explicitly quantified using measures from information theory. Specifically, entropy-based uncertainty reduction, Fisher information, and relative entropy are used to quantify the knowledge gain, which is balanced against a standard finite
horizon control objective. The framework is applied to Markov Decision Processes and discrete-time nonlinear systems via a Dirichlet prior and Gaussian Process Regression as respective learning methods. Thus, the broad applicability and usefulness of the presented approach is demonstrated in diverse problem settings. In addition, the links between uncertainty variance in learning and various information-theoretic measures are investigated.

Although dual control is a well-known problem, the presented approach opens a new direction for exploring decision making under limited information [1], [48], [49] by integrating methods from information and statistical learning theories to control theory. Future research questions include a study of system stability under dual control and optimal (dynamic) quantization of control actions, and the analysis of the framework properties from control and learning perspectives.
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APPENDIX

Definition A.1 (Entropy of a discrete random variable). The entropy of a discrete random variable $X$ is

$$H(X) := - \sum_x p(x) \log(p(x)),$$

where $p(x)$ (or $p_x(X)$) denotes the probability mass function (pmf) of $X$ [26].

Definition A.2 (Entropy of a continuous random variable). The differential entropy [26] of a continuous random variable $X$ with a probability density function (pdf) $f(x)$ is

$$h(X) := - \int f(x) \log(f(x)) dx.$$
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